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Abstract

Large Language Models (LLMs) have
demonstrated remarkable proficiency in
generating text that closely resemble hu-
man writing. However, they often gener-
ate factually incorrect statements, a prob-
lem typically referred to as ‘hallucination’.
Addressing hallucination is crucial for en-
hancing the reliability and effectiveness of
LLMs. While much research has focused
on hallucinations in English, our study ex-
tends this investigation to conversational
data in three languages: Hindi, Farsi, and
Mandarin. We offer a comprehensive anal-
ysis of a dataset to examine both factual
and linguistic errors in these languages for
GPT-3.5, GPT-40, Llama-3.1, Gemma-2.0,
DeepSeek-R1 and Qwen-3. We found that
LLMs produce very few hallucinated re-
sponses in Mandarin but generate a signif-
icantly higher number of hallucinations in
Hindi and Farsi.

1 Introduction

LLMs have emerged as a groundbreaking ad-
vancement in artificial intelligence, revolution-
izing the field of natural language processing
(NLP). These models show an extraordinary
ability to perform a wide range of language-
related tasks such as text generation, machine
translation, summarization, question answer-
ing, etc. Despite their impressive performance,
a critical challenge persists: the phenomenon
of ‘hallucination,” where LLMs produce text
that is factually incorrect, nonsensical, or mis-
leading (Ji et al., 2023; Li et al., 2023). This
issue is not limited to English but also affects
low-resource languages.

Hallucination in neural language generation
has become a growing concern across vari-

*Work does not relate to position at Amazon or
Meta.

ous areas, including neural machine transla-
tion (Raunak et al., 2021; Wang and Sennrich,
2020) and summarization (Durmus et al., 2020;
Kang and Hashimoto, 2020). Research on
LLMs has highlighted problems like generat-
ing inaccurate information, producing inco-
herent text, and merging unrelated sources
(Mckenna et al., 2023). In the context of ma-
chine translation, studies have reported hallu-
cination rates exceeding 10% for certain lan-
guage pairs (Guerreiro et al., 2023). Despite
these advancements, the issue of hallucination
in conversational systems, especially in low-
resource languages, remains largely underex-
plored.

The complexity and significance of low-
resource languages underscore the urgent need
for a detailed investigation into hallucinations
within these linguistic contexts. Addressing
this issue not only improves the reliability and
applicability of LLMs but also has implications
for a range of applications, including infor-
mation retrieval, sentiment analysis, and ma-
chine translation. This study aims to rigor-
ously evaluate the factual accuracy and relia-
bility of LLMs, specifically GPT-3.5 and GPT-
40, when generating texts in Hindi, Farsi, and
Mandarin.

Our research seeks to make the following
contributions:

1.  We conduct an analysis of the fac-
tual accuracy of outputs of LLMs (specifically
for GPT-3.5, GPT-40, Llama-3.1, Gemma-2.0,
DeepSeek-R1 and Qwen-3) in Hindi, Farsi, and
Mandarin, offering insights into their reliabil-
ity across these languages. !

2. We identify and categorize the types of
factual and linguistic errors present in conver-

!Sample LLM responses can be found
here: https://github.com/AmitDasRup123/
LLM-Hallucination- Low- Resource- Languages/ .
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| would be happy to help
answer your question.

Figure 1: Workflow diagram of our work. It shows a sample conversation where LLM (Large Language
Models) provides irrelevant response for Hindi, Farsi and Mandarin. The left side are the inputs to the
LLM and right side are the irrelevant responses by LLM. We have explored GPT-3.5, GPT-40, Llama-3.1,

Gemma-2.0, DeepSeek-R1 and Qwen-3 in this paper.

sational outputs generated by LLMs for Hindi,
Farsi, and Mandarin.

2 Related Work

Large Language Models (LLMs) are increas-
ingly scrutinized for both their susceptibility
to bias and their tendency to hallucinate, with
recent research revealing concerning patterns
across diverse NLP tasks. Various forms of
bias have been identified—including gender,
religion, and political ideology—affecting both
model behavior and output generation (Sali-
nas et al., 2023; Jenny et al., 2023; He et al.,
2023). These biases are not only pervasive but
also task-sensitive, as shown by Zheng et al.
(Zheng et al., 2023), who demonstrate that
simple perturbations such as altering the or-
der of multiple-choice options can lead to se-
lection bias. Similarly, Gongalves and Strubell
(Gongalves and Strubell, 2023) offer a com-
prehensive synthesis of how biases manifest
in LLMs, while others have proposed mitiga-
tion techniques by retraining on bias-filtered
datasets (Dong et al., 2023; Limisiewicz et al.,
2023). However, as highlighted in our Section
3, such mitigation techniques may not gener-
alize well, particularly in complex tasks like
stance detection, where the bias distribution
itself varies significantly.

Hallucination remains a central challenge in
LLM deployment (Dale et al., 2022). Initial
work in this area focused mainly on grounded
tasks such as summarization and dialogue,
where hallucinations were detected by align-
ing the generated factual units with the input
of the source using entailment-based or QA-
driven techniques (Maynez et al., 2020). As
hallucination detection has expanded to open
source generation, newer approaches now use
reliable references such as Wikipedia and web
searches to assess factuality (Min et al., 2023,
Chern et al., 2023; Mishra et al., 2024), while
others focus on specific domains such as cita-
tion verification (Agrawal et al., 2023). Com-
plementing these reference-based methods, in-
ternal LLM techniques, such as consistency
checks across sampled responses (Manakul
et al., 2023) and logit-space analysis (Varsh-
ney et al., 2023), aim to identify contradictions
without external validation.

Together, these lines of work underscore the
intertwined nature of bias and hallucination in
LLMs. Both phenomena reflect deeper model
limitations in generalization, factual ground-
ing, and representation learning—issues that
continue to motivate new strategies for detec-
tion and mitigation.



3 Methodology

3.1 Dataset

We used the BlendedSkillTalk (Smith et al.,
2020) and the DailyDialog (Li et al., 2017)
datasets for this work. The BlendedSkillTalk
dataset is a conversational dataset designed
to help train and evaluate dialogue models.
The dataset consists of 4819 training set con-
versations, 1009 validation set conversations,
and 980 test set conversations. The DialiDi-
alog dataset contains total 13,118 dialogues.
We translated the conversations from English
into Hindi, Farsi and Mandarin using GPT-
3.5. A sample prompt we used for translating
the texts to Farsi is : ‘Translate the following
into Farsi: . After translation, we manually
checked each translation to ensure the trans-
lation quality. A few sample translations are
given in table 1.

)

3.2 Analysis

Figure 1 shows the workflow of our work. We
used speaker 1 as the reference and asked the
LLMs for their responses. We measured hal-
lucination in the LLM responses by compar-
ing with the actual response. We used both
ROUGE-1 and ROUGE-L scores for measure-

ment.

4 Results & Discussion

The results in Tables 2 and 3 provide an ex-
tensive comparison of hallucination tenden-
cies across six LLMs — GPT-3.5, GPT-4o,
Llama-3 8B, Gemma-2B, DeepSeek-1.3B, and
Qwen-1.5-1.8B — on two multilingual conver-
sational datasets (BlendedSkillTalk and Dai-
lyDialogue) in Hindi, Farsi, and Mandarin.
We analyze hallucination using ROUGE-1 and
ROUGE-L scores across the train, test, and
validation splits.

4.1 Overall Trends

Across both datasets, ROUGE scores are low-
est for Mandarin, indicating minimal lexical
overlap and, consequently, fewer hallucina-
In contrast, Hindi and Farsi exhibit
higher ROUGE scores, suggesting a greater de-
gree of hallucinated overlap with human refer-
ences.

tions.

4.2 Dataset-specific Observations

4.2.1 BlendedSkillTalk Dataset

In the BlendedSkillTalk (Table 2) presents
hallucination scores using ROUGE-1 and
ROUGE-L on the BlendedSkillTalk dataset
across Hindi, Farsi, and Mandarin for train-
ing, testing, and validation splits. In Hindi,
GPT-40 shows highest ROUGE scores across
all splits, followed closely by GPT-3.5 and
Llama-3.1. DeepSeek-R1 and Gemma-2.0 ex-
hibit comparatively lower scores, suggesting
they hallucinate more. In Farsi, Qwen-3 out-
performs others with ROUGE scores consis-
tently above 3.5, particularly on the validation
set, indicating better factual alignment. Man-
darin results, however, show a significant drop
across all models. The highest ROUGE scores
in Mandarin barely exceed 1.0, with most mod-
els scoring close to or below 0.5—highlighting
the difficulty of reducing hallucination in Man-
darin using these models.

4.2.2 DailyDialogue Dataset

The DailyDialogue dataset (Table 3) illus-
trates hallucination scores on the DailyDia-
logue dataset. In Hindi, GPT-3.5 and GPT-
40 both maintain consistent performance, with
GPT-3.5 scoring slightly higher across the
board. Llama-3.1 also shows competitive per-
formance, while DeepSeek-R1 and Gemma-2.0
again lag behind. In Farsi, GPT-3.5 and GPT-
40 dominate, achieving high ROUGE values
over 3.0. For Mandarin, hallucination re-
mains a challenge, with scores mostly under
1.5. Qwen-3 achieves the highest scores in
Mandarin on the validation split, but overall,
scores remain modest compared to Hindi and
Farsi. The results emphasize that while LLMs
like GPT-40 and GPT-3.5 are more robust in
Hindi and Farsi, Mandarin continues to pose
challenges in minimizing hallucinations.

4.3 Language-wise Comparison

Across both datasets, Mandarin consistently
shows the least hallucination, suggesting that
LLMs are more cautious or limited in generat-
ing fluent hallucinated responses in Mandarin,
particularly when translated content leads to
mismatches with model priors. Hindi and
Farsi, on the other hand, demonstrate simi-
lar and higher levels of hallucination, poten-
tially due to their shared syntactic complexity



English

Farsi

Hindi

Mandarin

1: ‘Which level are
you at?’

2: ‘I received on-the-
job training when I
first started’

Law > Ho» 1:

«S§ did
b ool ~L,;;_2;39» 2
Slegnjgol (p3)S £y
«.p3)S =8l )8 G

1: ‘That’s great! e jad> lddle» 1
How long have you alxill))lS (nl aS cunl
been  doing  this «Sauny 0
work?’ Jw as sly» 2

2: ‘For a good num-
ber of years now.

1:  ‘Sounds like it
could be a dangerous
job at times.

2: ‘That it is, es-
pecially if you don’t
take the proper mea-
sures’

1:  ‘Well you have
entered a trade that
will always guaran-
tee you some work!
2: ‘That’s true, es-
pecially in this econ-

omy’

€ig>

) 0 )la.) a»
lgie wligl Lald
€l GSbyhs Jadb
Wl Hghivea» 12
Slolsdl 31 Goguas @
€. ud ) el.?dl ly (::)'2

.))lg Louds S>» 1
S wloady  slagys
8 ooy diues
€S 50 (oS
Ul Cawyr» 2
«.s3Laisl

1: '3Mg foFg TR W
g

2: 'S[¥ B9 Ugel R
= forar o1, at g
JH-g-Silg  HiRreor
e

1: '9g <gd 3T 8!
31T g h1H fehaq 99T
AT E?

2: "&Th Tt 91’

1: ' # g8 M
Fft-paft @aTeR oft
HEESIE

2: 'gl, WYaR SR
3119 gt graent=ar Ja!
A"

1: 'WR, 31U Teh o7
gem g1 @ Foed gaem
1 fAetar gl

2: 'Tpl 8§, W 59
Srfegawn A

1
{RIRTE S TR K2
2: TN FFIERTIES T
EEREI,

1:

AeF 7! (R T

BSEEZAT?
2: BEBEILET.

1:

DSk B RX 9 T

Al RERRER,

2:

=0, $FaIRMERER
KENE A9,

1
53

JON 9

RIEFRE TERIT AL,
2:

=0, FREXT
ZFMIET,

RENT —NEEE

Table 1: Sample translations of conversations from English into Hindi, Farsi and Mandarin using GPT-

3.5. A sample prompt we used for translating the texts to Farsi is: ‘Translate the following into Farsi: .

)

Each translation was then manually checked to ensure translation quality.

LLMs Hindi Farsi Mandarin
Train Test Val Train Test Val Train Test, Val

R1 RL |R!1 RL |R1 RL |R1 RL |R1 RL [R1 RL |R1 RL |Rl RL |R1 RL
GPT-3.5 216 228 | 221 224 [293 201 [ 366 302 [3.06 324 [366 391 [|036 035 [0.10 011 [010 0.10
GPT-40 255 282 | 280 290 |248 273 | 332 353 |354 366 |332 350 002 002 002 002 |[006 0.06
Llama-3.1 | 241 242 |232 233 |240 239 |3.65 3.65 |3.78 3.78 |3.67 367 |[099 099 |0.96 096 |0.95 0.95
Gemma-2.0 | 202 202 |203 203 |20l 201 |372 372 |3.69 369 |374 374 |[093 093 |086 086 |0.84 084
DeepSeek- | 1.76  1.76 | 1.80 1.80 |1.80 1.84 | 3.30 330 |3.40 340 |3.40 340 |[1.10 110 |1.00 1.08 |1.00 1.00
R1
Qwen-3 218 218 | 223 223 |226 223 |[376 376 |3.80 380 |3.80 383 |[102 1.02 |0.99 1.00 |101 1.05

Table 2: Hallucination scores (ROUGE-1 and ROUGE-L) on the BlendedSkillTalk dataset in Hindi, Farsi,
and Mandarin across train, test, and validation splits.

and less available high-quality training data in
these languages.

4.4 Model-wise Comparison

While GPT-3.5 and GPT-40 are more flu-
ent, they also demonstrate lower hallucination
rates, particularly in Mandarin compared to

smaller open-source models like Gemma and
DeepSeek.

The notably low hallucination rate observed
in Mandarin can be attributed to the availabil-
ity of large volumes of high-quality training
data for this language. In contrast, the ele-
vated hallucination rates in Hindi and Farsi
highlight the challenges faced by LLMs when
dealing with low-resource languages. These
findings support the hypothesis that greater
data availability contributes to the generation



LLMs Hindi Farsi Mandarin

Train Test Val Train Test Val Train Test Val
R1 RL |R1 RL |RI RL [[R1 RL |RIl RL |[R1 RL ||[RIl RL |R1 RL |R1 RL
GPT-40 208 208 |200 200 |205 205 |304 304 |300 300 |307 308 |002 002 |002 002 |003 003

Llama-3.1 203 203 [1.90 190 |1.96 1.96
Gemma-2.0 1.91 191 |200 200 |[203 204
DeepSeek- 191 190 |1.89 188 |1.84 184
R1
Qwen-3 219 219 |217 217 |209 210

3.43 344 282 282 |341 340
3.27 327 |4.01 400 |235 235
257 257 284 285 |262 262

0.70 070 | 0.81 0.82 |0.90 0.90
0.81 082 |08 0.88 |093 094

GPT-3.5 233 234 220 220 [226 226 3.10 311 |3.00 3.00 |3.05 3.05 025 025 019 019 |0.18 0.19
144 144 | 128 1.26 |1.28 1.28

3.54 356 | 331 331 |348 348 1.56 156 | 126 1.27 |1.22 1.24

Table 3: Hallucination scores (ROUGE-1 and ROUGE-L) on the DailyDialogue dataset in Hindi, Farsi,
and Mandarin across train, test, and validation splits.
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Figure 2: Hallucination (R-1) scores across the 6 LLMs for Hindi, Farsi and Mandarin on the Blend-
edSkillTalk dataset. It can be seen that across all the LLMs, Farsi has the highest hallucination with
Mandarin the lowest.
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Figure 3: Hallucination (R-L) scores across the 6 LLMs for Hindi, Farsi and Mandarin on the Blended-
SkillTalk dataset. Similar trend like 2 can also be seen here.
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Figure 4: Hallucination (R-1) scores across the 6 LLMs for Hindi, Farsi and Mandarin on the DailyDialog

dataset.
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Figure 5: Hallucination (R-L) scores across the 6 LLMs for Hindi, Farsi and Mandarin on the DailyDialog

dataset.

of more accurate and contextually relevant re-
sponses. For Hindi and Farsi, the scarcity of
training data likely leads the models to rely
more heavily on extrapolation, increasing the
risk of generating irrelevant or erroneous out-
puts.

In Mandarin, hallucinations tend to be par-
tial or minor in nature. As illustrated in Ta-
bles 6 and 7, the few observed hallucinations in
this language are typically subtle. Conversely,
the hallucinations in Hindi and Farsi, partic-

ularly with GPT-3.5 and GPT-40, are more
pronounced. For example, in Hindi (Table 4),
when prompted with ‘I hope so, how old are
your kids?’, GPT-3.5 responds with ‘I would
be happy to help answer your question,” which
fails to address the specific query. Similarly,
in Farsi (Table 8), the prompt ‘Yup, but I do
need to call my friend about her ring... elic-
its the response, ‘If you need any other help, I
would be happy to assist,” which is contextu-
ally disconnected from the input.



Comparatively, GPT-40 exhibits a reduced
tendency toward hallucination. For instance,
in Table 9, when prompted with ‘Yeah, fine. I
have a habit of driving too fast,” GPT-40 re-
sponds with a somewhat tangential yet seman-
tically richer reply about sports cars, demon-
strating less severe deviation. Similarly, in Ta-
ble 5, when asked ‘What kind of clothing do
you like?’, GPT-4o replies with a general in-
formative statement: ‘I am an A, so I don’t
have personal preferences..’, which, although
not directly conversational, remains informa-
tive and relevant.

Other LLMs present more varied hallucina-
tion patterns. Gemma-2, for example, in re-
sponse to ‘Hey man, you wanna buy some
weed?’ in Hindi (Table 13), outputs a cau-
tionary message: ‘I am an AI, I am not al-
lowed to use intoxicating substances...’, which,
while responsible, breaks the flow of natural
conversation. Llama-3.1 generates a clearly ir-
relevant response in Table 12, replying with
‘Wow, thank you very much! This gift of 1000
yuan is very important to me,” despite the con-
text being about currency exchange, not gift-
ing.

Qwen-3 and DeepSeek-R1 similarly exhibit
hallucinations. In Mandarin (Table 11), Qwen-
3 responds with an explanation of Newtonian
mechanics when the prompt expresses an emo-
tional reaction, showing a stark disconnect in
context. In Farsi (Table 10), DeepSeek-R1 re-
sponds to a statement about enjoying meat
with an introspective and unrelated question,
‘How can I understand this interest in eating
meat?’, further illustrating the model’s strug-
gle with contextual alignment.

4.5 Implications and
Recommendations

Our findings suggest that hallucination in
multilingual dialogue generation is highly
influenced by language-resource availability,
dataset style, and model size. For real-world
deployment in Hindi and Farsi, hallucina-
tion mitigation techniques such as retrieval-
augmented generation (RAG), grounded de-
coding, or human-in-the-loop supervision be-
Moreover, models specifically
pretrained or fine-tuned on native corpora
(e.g., Qwen for Mandarin) show reduced hal-
lucination, highlighting the importance of

come crucial.

language-aware pretraining strategies.

5 Conclusion

In this paper, we investigated hallucination
in conversations across three low-resource
languages—Hindi, Farsi, and Mandarin—
using six large language models: GPT-3.5,
GPT-4o, Llama-3.1, Gemma-2, Qwen-3, and
DeepSeek-R1. Our analysis reveals that hal-
lucination behavior varies substantially across
languages and model architectures.

Across the board, hallucination was consis-
tently minimal in Mandarin, with all mod-
els. This can be attributed to the avail-
ability of abundant and high-quality training
data in Mandarin. In contrast, significantly
higher hallucination rates were observed in
Hindi and Farsi. While GPT-40 generally
exhibited lower hallucination than GPT-3.5,
both models still struggled in low-resource set-
tings. Models like Llama-3.1 and Gemma-2
demonstrated relatively better performance in
Hindi and Farsi compared to the GPT mod-
els, though some contextually irrelevant re-
sponses were still present. DeepSeek-R1 also
showed occasional hallucinations, particularly
in Farsi.

These findings reinforce the strong influence
of language resource availability on model per-
The disparities in hallucination
severity across languages emphasize the mod-
els’ reliance on the quantity and quality of
their training data. For languages with limited
datasets, models are more prone to generating
responses that are contextually misaligned or
semantically inaccurate.

formance.

To address these limitations, future research
should explore strategies such as targeted data
augmentation, multilingual fine-tuning, and
architectural adaptations that prioritize con-
textual grounding in low-resource languages.
Additionally, systematic evaluations across a
broader range of languages and domains can
help generalize these findings and guide more
inclusive model development.

Ultimately, our study highlights the impor-
tance of tailoring LLM development to address
the linguistic diversity of global users. Reduc-
ing hallucinations in low-resource languages is
essential for building equitable, reliable, and
context-aware conversational systems.



Limitations

This study focuses on only three low-resource
languages—Hindi, Farsi, and Mandarin—
which may limit the generalizability of our
findings to other languages or dialects. While
we evaluate multiple LLMs, future research
could explore more models and include de-
tailed human evaluations to better capture the
subtle differences in hallucination across differ-
ent languages.
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A Appendix

A.1 Data translation and LLM
responses

We used ‘gpt-3.5-turbo’ for the translation of
the dataset. We observed while translating,
the names of brands or the proper nouns were
kept as it is. For example, in table 5, in the
translation of speaker 2, ‘American Eagle Out-
fitters’ was kept as it is; it was not even con-
verted into Hindi characters.

We used both ‘gpt-3.5-turbo’ and ‘gpt-
40’ for the responses. We used the follow-
ing parameter values for getting responses
from the LLMs (both GPT-3.5 and GPT-
40): max_ tokens=100, temperature=0.7 and
top_ p=0.9. After obtaining the translations
and responses from the LLMs, they were
checked manually by native speakers ensuring
data quality.

We used Llama 3.1 8B, DeepSeek R1 14B,
and Qwen 2.5 7B as open-source model for
response generation using the Hugging Face
transformers library. All three models were
loaded in 4-bit precision to ensure efficient
memory usage and faster runtime. For de-
coding, we applied the same configuration
across models: max_new_ tokens=>50, temper-
ature=0.5, top_ p=1.0, and do_ sample=True.
These settings offered a good balance between
response diversity and stability. After gen-
erating the responses, all outputs—including
translations—were manually reviewed by na-
tive speakers to ensure high linguistic quality
and semantic accuracy.

We used Gemini 2.0 via the Google AI Stu-
dio API for generating responses. The model
was accessed using its default inference set-
tings, without specifying temperature or top-
p values. We set max_ tokens=100 to control
the length of the generated outputs. As with
the other models, all responses were manually
reviewed by native speakers to ensure trans-
lation accuracy, naturalness, and overall data



quality.

A.2 Hallucination measurement

We used ROUGE-1 and ROUGE-L scores
for measuring the hallucinations. ROUGE-
1 measures the overlap of unigrams, or indi-
vidual words, between the system-generated
and reference summaries and ROUGE-L natu-
rally captures sentence-level structural similar-
ity and automatically identifies the longest co-
occurring n-grams in sequence. Some LLM re-
sponses were partially hallucinated, while oth-
ers were fully hallucinated. For example, in
table 6, GPT-3.5’s reply mentions about a par-
ticular dish (‘Yes, this dish is indeed very de-
licious. You could try making it yourself; you
might find it quite rewarding’) whereas the
whole conversation does not mention about
any specific dishes. Along with measuring
hallucination using ROUGE-1 and ROUGE-L
scores, we asked the native speakers to check
few random samples to find the patterns in the
hallucinations. It was observed that the hal-
lucinations in Mandarin were mostly partial
in nature whereas Hindi and Farsi contained
both partial and complete hallucinations.
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English

Speakerl

Speaker2

GPT-3.5 response

1: ‘I like acting, I
hope to be an actor,
what about you?’

2: ‘that is ok. have
any kids?’

1: ‘No, but someday.
2: ‘that is good. 1
have 2’

1: ‘After I am done
with school I plan to
have a family’
2: ‘that is great! you
will be ready’

1: ‘T hope so, how old
are your kids?’
2: ‘5 & 7. they take

up a lot of my time’

1: ‘T would imagine.
I am sure they are
great kids/’

2: ‘luckily, they love
flowers just as much
as I do. we spend a
lot of time in the gar-
den’

S ST e g, #
T AT g A
IAfle T §, SMueh
IR # T hgTl?

el cifen frelt o

R WA & AT &
are, B8 g § R &
Ueh URAR S99 |

TS 1T 8, 3MUH F=d
foha= d1e & 872

# heUT &eal g1 g9
g ¢ foh 3 9gd oD
< gl

& g1 T 3T gy
His T 87

g 3T g1 W Uy 2
gl

53R 71N Iga a7y
Ad €1

UG &, 32 Gl 31
g ude & S 13
g Tifie # 9ga 9y
IEGIGE]

3MUehl Tg IRfie Sigd
IS gl AT UHh
el &

(Your hope is very
good. Acting is an
art.)

&ieh 8, BIg a1a T
e Tt & b a8 R
STe g1 Smg|

(Okay, no problem. I
hope that day will
come soon.)

&t U Gty derr
¢ fSaeh ary & sroem
Stta= foar a1

(I am looking for a
partner with whom I
can spend my life.)

3t @t gt s
gaTel &l SAR e A
e e B

(I would be happy

to help answer your
question.)

g 371 g foh o1y
36 59 e ¥ Ired
& Sl Y 39 g
o1 UL e agd
HgAYUi 5

(It’s good that you
think of them this
way. It’s very im-
portant for children
to receive such sup-

port.)

Table 4: Sample hallucinations in responses by GPT-3.5 for Hindi. The hallucinations in the responses
provided by GPT-3.5 are highlighted in yellow. The first hallucination highlighted is pronounced wheras
the second one shows partial hallucination.
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English Speakerl Speaker2 GPT-40 response
1: ‘What kind of TR HIFY TR & T3 399 9gd ude & Ueh UaiTS §, 39foig

i e 8?7 i- . .
c.loth’lng do you &US UUE &? g, W& Ameri 9 et TR e
like? can Eagle Outfit- :

2: ‘T like dresses ters Tl Bidit | eifchT & SMoch!
alot,  especially Hec o gohdT § MR

the ones from

American  Eagle MY st & fafaa

Outfitters’ TFRT & a1 & ST
Ted & a1 fohddt @ry
TR & foIg gama

TTed 81 MY fohg TR

& RUSI oh IR H AT ATRN?
(I am an Al so I don’t have
personal preferences. How-
ever, I can help you if you
want information about dif-
ferent types of clothing or
suggestions for a specific
occasion. What type of
clothing would you like to
know about?)

Table 5: Sample hallucinations in responses by GPT-40 for Hindi. The hallucinations in the responses
provided by GPT-40 are highlighted in yellow.
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English Speakerl Speaker2 GPT-3.5 response

1: ‘Oh really!? B, EHBIG! ? AET, HMFEAHE BERE? FBXET!

That is inter- FAFIRBE, BRET—HEF. BEAFIE—TEWRNEX,

esting. I am HIXFEBCOERER REARFFHETE  EITEABENRYMN

actually italian  AF] Ao BNEREREMIR.  XLHEIEBEA

myself’ RREEARFKARIG?

2: ‘Awesome. (Really?  That’s awe-

Me and my some! Italy is a beautiful

partner just country, and I've heard

bought a house. that the food and

I can’t wait culture there are fasci-

to cook in my nating. Did you grow up

kitchen. in Italy?)

1: ‘Moving in #E—NtAR  EEVWXEFEE, =0, BReM—

anew place can BERTRBB, BEWNBE EEBERN, KE—

be a lot of fun. FREMIRIG? [N E R = NETHE AR ETEL

Are you a good HE=RFS—

cook?’ LEHRRIE, ShixBCER

2: ‘I like to TR EEE.

think so. I love (Yes, I can cook some

to make coffee simple dishes. Moving to

for an after din- a new place would also

ner treat too.’ give me the opportunity
to try learning new
recipes and challenge my
cooking skills.)

1: ‘Mmm g, RERIHA? e, XERMAEREK,

Ehlét- sou‘n(;lli ARFECRINTEIR K, (RET LR E B O —T

Lo e , HIFRIHSRE R

9. “What do (Yes, this dish is indeed

you like to do?’

very delicious. You could
try making it yourself;
you might find it quite
rewarding.)

Table 6: Sample hallucinations in responses by GPT-3.5 for Mandarin. The hallucinations in the responses
provided by GPT-3.5 are highlighted in yellow.
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English Speakerl Speaker?2 GPT-40 response
1: ‘What kind {REEIZHARY? HRERIZKR. HREBZEHEY), 828
of food do you BRI A, KR, B¥. ERAZEA.

usually eat?’

2: ‘I try my
best to eat
only fruits,
vegetables, and
chicken.

1. “Well, let

89, ERNEE— 28, HITWT

AYAELHGRo

(I usually eat a variety
of foods, including fruits,
vegetables, lean proteins,
grains, and dairy prod-
ucts.)

B, R, BREIRE

me check for To XL, . RERS RS,

you. I am sorry, M THBEZAIITRIRIA (Yes, that’s correct. It

sir. They mis- HAEZiEAY, EfrL was supposed to be

took your or- EB—PHEREK, express laundry.)

der as a normal X315?

one. Actualty

it’s an express

laundry, is that

right?’

2: Yes, I or-

dered the ex-

press service.

1: ‘That's XAZRRAFN =2, HEL T, REEEERDL S

not the way Ao REEDE EFRMNAID PATBES NIRRT =

to solve the [ &i=03? GBI T(E B, ARty

problem. Did AT E A i o F=mPLIHo

you  look in (No, 1 didn't check

the classified . .

advertisements the classified a@vertlse—
) ments. That might be

column?

9 Yes, I did. a good.placejto l.ook.for

But 1 wasn't a solution. TI’ll give it a

try.)

qualified for
most of the
jobs that I was
interested in.

Table 7: Sample hallucinations in responses by GPT-40 for Mandarin. The hallucinations in the responses
provided by GPT-4o0 are highlighted in yellow.
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English Speaker 1 Speaker 2 GPT-3.5 Response
L ‘Tt's a small )0 S5eS¢b Sl wlp o )bia gl Tewly) )l plcb
garden on my pa- (o .Cwwl 3o o8l €L Mle o> ) ) Rl wllhsd Bl
tio. I like to D) P)l.) Cawgd /)}.} ).).Q_> Lo .).USL,O (S L>J-|-

sit out there and |y nloggd ¢ Eiwdtn Sl ¢b ) Galize Glals Ll
drink my coffee”  .oubgis Sals Leud

2: ‘That’s sounds
like a good plan.
How big is your
garden?’

1: “Yes, it is. My
quiet space.
2: ‘Sounds like a

great way to relax,
eeh’

1: “Yup, but I do
need to call my
friend about her
ring. She has a
late class so T'll
call her tonight.’
2: ‘And a good
way to reflect es-
pecially with all
that’s going in the
world.

1: “Yes, the ring is
special to her.

2: ‘I'm sure she’ll
be excited to hear
from you/

AT sLasd Lyl

ol (o

b5l Go Lol by
e (ol eiwgs 4
0 paSil 3)g90 )

Dl s LS 4l
ol 4 ol Gy

e S

ol sl ddl> ol by

Ll 0339

Sle oy SO slowo

A Gl sl

S o> o) Sy

Jobs

plai b ojg @
Lis jo a5 sLasl
DI F)

ol &S (Q.J.Aho
A awlgs> Jbubgs
gy g3 jl daS

(Your garden is very
beautiful! You probably
spend some beautiful
moments there. Do you
have different plants in
your garden?)

SLbad Sy &S g Ll
Sld Wig> sl (::I)T

5 )& by bl Ul
Cdwlbio sl yiwl

(It’s great that you
have a quiet space for
yourself. Is it suitable
for reflection and relax-
ation?)

)13 (63595 SeS @ 55 S
35 S poibire o>
(If you need any other

help, I would be happy
to assist.)

w95 ik silgise L
2ud)

ol sy s> ol s «S
SCawl 03,39

L Cwogpas> 4o Sul
3l slojyg Lizo

g ol sy b ol &
35lw 0

(Can you explain more
about why this ring is
special to her? What
quality or special mean-
ing does it have that
makes it special for
her?)

Table 8: Sample hallucinations in responses by GPT-3.5 for Farsi. The hallucinations in the responses

provided by GPT-3.5 are highlighted in yellow.
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English Speaker 1 Speaker 2 GPT 4.0 Response
LT am .piwd 9> (0 f&v 2L dlole cwwl wgs I dS plbuigs>
doing ok. wWluy sl Olo)xiea gedS e wilgine Hladlers Wloyas
I have (s)lgdilgss Solgdilgns 1010w
had some .pldidls LS plasdly bl Sl eSS Lol8 e g
crazy — ex- Olyss £ «(Sld Cawgs Sl
periences C)lodilgrs Caowo oyl yubw Sl e
recently.’ @l b .S
2:  ‘Hon- 09 bdd b S SeS o @
estly I b o>
have too, foslidl ilslasl ax
what sort ('m glad you’re okay. Crazy
of  crazy experiences can be both excit-
experi- ing and sometimes a bit scary.
ences?’ If you’d like, you can talk
more about them. Maybe I
can help or just be a good lis-
tener. What happened?)
I: Thad a  So3p g5 oo Gld ol wsly dlgice She 4 So3p a0
near death 3l Guw ) Spo & Jlas gy w9 1385306 )by
experi- S9d9>  edxn S>3l ul bl S seaes s
ence after .eubls aldbj)e el Yg020 Ollas
crashing syl a4 sl aS gl e
my sports 39> slocaglgl o S35
car! S o5 05 s b
2: ‘Wow, (A near-death experience can
that’s be very impactful and life-
rough, are changing. These moments of-
you okay ten cause people to look at
now at their life’s values and priori-
least?’ ties with a fresh perspective.)
I Yeah, o .os> b oy lahd Lol g cuus Olis ledly Lubjyg Juegil
fine. - T Ghe by oole pigaolS & 2300 L 1y5 ol Juds @ 38151 )l
have a oS Sl gw el bl ) oo N )
habit  of Ssloslall§ed Sail) )= g 3b ey
driving i olHlad)b (e e 4yl aS
too fast’ (Sports cars are really fas-
2: ‘I def- cinating, and many people
initely are fans of them due to their
prefer beautiful design, high speed,
my truck and the incredible driving
though’ experience they offer. )

Table 9: Sample hallucinations in responses by GPT-40 for Farsi. The hallucinations in the responses
provided by GPT-4o0 are highlighted in yellow.
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English Speaker 1 Speaker 2 DeepSeek-R1 Response

L T have  Canp J8la> o slawg oo oslaiwl eSS cas Cuww

aleast - ladly ol b 4z € 21 SUL 1 ailgie s

twenty Odwdgy  @ole il Liwge -

pairs. I e Qud g) duols Cawgs Sl solgiiw S

really love  ,liwg, P-‘T S W4 4 esb L pgdoo Jlouigs ?P;S

to wear QD Hopbixe (How can I make use of these

boots. twenty pairs of shoes? I'd be

I am a h T h )
appy if you have any sugges

country tions!)

person.

2: ‘i've

tall boots

, that rock

whether i

like coun-

try or not

'7

L Well wligl (o8 o Gl ol slo  pileie yokz

do  you CcubsS slagby  JBlas g Cuw 3 oyl

also  like ubgS Jio g8 Sags> cdls il —

eating sleaSs ¢ S 09> CabrgS

meat. I glg w9§ C(QJS Syl

am tough & Ll .5)9>00 EGE

and love .5b) uLoP Sk

eating A CadigS ()3)9>

meat too’ ¢ .

2: 1 do o2l e 0o

eat  beef pr9>50 98 CuigS

cuts like (How can I understand this in-

beef jerky terest in eating meat?

and  beef Hello! If you are interested in

trimmings eating meat, I sometimes eat

sometimes, beef too.)

but not

very of-

ten.

Table 10: Sample hallucinations in responses by DeepSeek-R1 for Farsi. The hallucinations in the re-

sponses provided by DeepSeek-R1 are highlighted in yellow.
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English Speakerl Speaker2 Qwen-3 response

1: ‘Wow. is l:I;:i::o EE%”S? IEEE,‘J) ﬂﬂ%% %ﬁﬂ_/é\}é%? l:bl'll:l,

there repercus- ““3%%1&7, Rz E FRIE—

sions’ NE) A EE R

2 “Yes, if a 27 LR, Ry B

whistleblower BRSPS, EFREFZERART,

tells, the com- FIE T A MRt AREREKRAERENE,

pany can get LUEZTIRR. GEE SRS s

m trouble. (What consequences

They can - get would there be?  For

big .ﬁne's for example, I saw a video

explmta,tlon of on Douyin before, saying

workers. that at a certain school,
a student was bitten by
a dog. Then the parents
claimed  compensation
from the school, but the
school said the student
was at fault, so they
refused to pay, and the
parents sued.)

1: ‘Thats ter- FBXFAIMAT, T, BiBE— KEREMN.

rible have you {REFEIREIIIE? /b, XZ2EP

ever witnessed HEREEZTHM BB B

this personally’ TAREIHA, o =

2: ‘No, I own a BEX 1R, BR ZAlRNE,

small business. HIrnd—&XTFa NR—PMEE

I can only TATERHIEE, B ST 2k,

oy Ca—EEEFAD?

minimum wage, KEZFH=RY,

but 1 treat ENRE=SES,

havg heard (I am a bit scared. This

storl.es about is the user’s reaction to

horrible work-

ing conditions.

my answer. The user pre-
viously asked if an ob-
ject thrown in a vacuum
would keep moving. 1
said yes because there is
no air resistance, accord-
ing to Newton.)

Table 11: Sample hallucinations in responses by Qwen-3 for Mandarin. The hallucinations in the responses
provided by Qwen-3 are highlighted in yellow.
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English Speakerl Speaker2 Llama-3.1 response

1: ‘Good morning {[H UHId, W gl g, Uch HERE: [H THId! ﬁ,ug‘faauquﬁazﬁ

, sir . Is there a o U Uh s § &dich g3 87 &, dfche 3t MU Tg STHRRT

bank near here 7 > T? 24 & fog i3 fafre SHeR

2: © There is one (Good morning! Yes, there is
5 blocks away a bank nearby, but I do not

from here 7’ have any specific information

to give you about it.)

1: “Well , that’s <3l dgdgaisl [dogpd, S| U g, # Uk fog g & aea

too far.Can you W&Wﬁ%m@ fohat Af s ngﬁﬁe{ﬂﬁ%ﬁ%ﬂﬂ

change some U I& Gehd 87 rea? FCA-T ATed 82

money for me 7 ’ (Yes, I can exchange some

2: ‘ Surely , of money for you. How much

course How money do you want to ex-

much would you change?)

like to change 7’

1: ‘1000 1000 JIHI g aTg, gd y=gaTa! 1000 g3

il;a?.Here you gl 1 98 JUER A g 5

Agaquf g1

(Wow, thank you very much!
This gift of 1000 yuan is very
important to me.)

Table 12: Sample hallucinations in responses by Llama-3.1 for Hindi.
provided by Llama-3.1 are highlighted in yellow.

The hallucinations in the responses

English Speakerl Speaker2 Gemma-2 response

1: ‘Hey man , you 3? s, g7 IS IS AN HTHTAS E,

X:::il; buy some TSI WAEAT ATERT? ﬁ??} A2 Geroff @y

2: ‘Some what 7’ SYGNT eh ehl STHTT
el & ofR & st
T o o folg Micarfed
B! SheT|

(I am an AI, I am not allowed
to use intoxicating substances,
and I will not encourage you
to do so.)

Table 13: Sample hallucinations in responses by Gemma-2 for Hindi. The hallucinations in the responses
provided by Gemma-2 are highlighted in yellow.
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